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Abstract

Thelnternethasevolvedfrom a wired infrastructue to
a hybrid of wiredandwirelessdomains.Asnetworkaccess
is now providedwith mud of the last mile beinga mobile
ervironmentdeliveringrich multimediato mobileuses is
now a necessity However, despitethe adventof new tech-
nology and standadsfor broadbandwireless there is still
animportantdilemmaoverthechoiceof systemshateither
achieve high levels of performanceor offer easierdeploy-
ment.Thegoal of this paperthenis to offer insightinto this
issueby examiningthe caseof mediastreamingto mobile
uses throughthe useof multicast. By specificallyconsid-
ering the debateover networkand applicationlayer mul-
ticast, we examinea spectrumof possiblealternativesand
and proposea solutionthat could be the key to a desied
balancebetweerdeploymentompleity and networkper
formance

1 Intr oduction

Deliveringrich multimediato mobile usersis no longer
regardedas a futuristic network capability The adwent of
new technologiessuch as broadbandwirelessaccessjn
additionto ever increasingcustomerdemandshastrans-
formedmobilemultimediainto a key differentiatoibetween
competitve serviceproviders. In orderto meetthesenew
requirementsserviceand network providers often facea
dilemmaof adoptinga stratgy that residesbetweentwo
extremepoints: eitherreachingthefull performanceoten-
tial by extendingthe currently deployed network capabili-
tiesor to follow a more cost-eficient paradigmwhereper
formanceand efficiency arecompromisedn orderto pro-
tectpreviousinvestmentsln otherwords,serviceproviders
arefacedwith the decisionof eithermakingdo with equip-
mentthatis alreadydeployed or upgradingthe equipment.
Another alternatve is sometimespossible: add hardware
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in afew selectechlacesthat operatesasa servicegatavay
andperformsapplicationlayerfunctionality, e.g. multicast.
Frequentlyrelatedto the principlesof the end-to-endargu-
ment[16] and problemscreatedby placingintelligencein

the network, this paperprovidesinsightinto this dilemma
by focusingon the exampleof multicastoperationfor mo-
bile users.

Comparedo theone-to-oneperationof unicastandthe
one-to-allof broadcastmulticastis a moreefficient way of
reachinga specificsetof network nodes[]l. Implementa-
tionsof multicastcanbe broadlyrealizedin two prominent
layers:eitherthe network or the application. Thefirst case
is mostcommonlyreferredto as“IP Multicast” and oper
atesby adding specialfunctionality in the routersof the
core network [1]. The secondapproachis referredto as
ApplicationLayerMulticast(ALM) andfollows a different
paradigmby shifting control to the end hoststhemseles
[18]. Theadvantageof IP Multicastis its moreefficientuse
of network resourcesvhereasALM offersrelative deploy-
mentsimplicity sincefew or no network modificationsare
required.

Althoughthesimplicity of ALM wasinitially associated
with importantperformancgenaltiesrecentadvanceglike
consideratiorof locality of nodes)have considerablyre-
ducedthe performancegap[2]. For thisreasonALM has
recentlyattractedmuch attentionin the researchcommu-
nity anda numberof exampleshave beenthefocusof com-
mercialdevelopment. It would thereforebe reasonableo
claimthat,for stationarynodesthemulticastcaseprovides
a good examplewherethe needfor deploymentsimplic-
ity hasoutweighedherequirementor higherperformance
efficiengy, andtherefore the trend hasbeenmoretowards
adoptingALM-style protocold[7].

However, the introductionof mobility shiftsthebalance
betweerthe two options. In a previous study[8] we have
shavn that when mobility is introduced,the performance
gap betweenlP multicastand ALM widensconsiderably
Moreover, the effect of numeroustherissuessuchasnet-



work control/managementust,andnodecooperatiomave
hadtwo importantimplications.First, thereis a needto re-
evaluatethe tradeofs offeredby both ALM andIP Multi-
cast. Secondasnumerousextensionshave beenproposed
to thebasicschemestherearenow awide andcomplicated
spectrumof alternatve deploymentoptions. Choosingthe
right balanceof compleity andefficiency is a challenging
andmulti-dimensionaproblem.

The contribution of this paperis thereforetwofold; first
weinvestigatehedeployment-\versus-performneissueby
creatinga spectrumand identifying the set of points that
representurrentandpossiblesolutions.During this inves-
tigationwe offer both a theoreticalevaluationbetweerthe
choicesanda representatie setof simulationresults. Sec-
ond, we proposea compromisebetweenthe two extremes
andoffer aninitial evaluation.For bothaspect®f our con-
tribution we areworking underthe assumptiorthat nodes
are operatingon a Mobile IPv6 (MIPv6) network. There-
fore, althoughour discussioraffectsad hoc scenariosit is
primarily focusedon networks that are basedon wireless
accesgpoints.

Theremaindepof this paperis thusorganizedasfollows.
First we explain the motivationfor our work by investigat-
ing the backgroundandrelatedwork. Secondwe analyze
therangeof existing alternatvesbetweerthe two extreme
pointsandwe provide a theoreticalevaluationfor eachop-
tion. Next we describea proposedsolution followed by
gualitatve evaluationresults. Finally we concludewith a
summaryof themainpoints.

2 Background

Current solutions for providing multicast to mobile
nodescan be cateyorizedinto four groups: (1) (standard)
native IP multicast, (2) extended(native) IP multicast, (3)
applicationlayer multicast, and (4) extendedapplication
layer multicast. This sectionoffers a basicdescriptionof
eachof thefour categyoriesandprovidesabasisfor compar
isonin thenext section.

2.1 Standard IP Multicast

Theoperatiorof standardP Multicastcanaccommodate
mobility assumingit operateson a MIPv6 network [13].
MIPv6 is aprotocolwhichallowsnodego remainreachable
while moving aroundin the IPv6 Internet. Mobile nodes
mayreceve pacletsin oneof two ways.In ReverseTunnel-
ing a routerin the homedomain(calledthe HomeAgen()
recevespacletsfrom the original sourceandtunnelsthem
to the Mobile Node's location. In OptimizedRoutingpack-
etsaretransmittedfrom the original sourceandaddressed
directlyto the new location.

IP Multicast operationcan be basedon either of these
two models. In RemoteSubscriptionthe node joins the
group directly via the multicastrouter to which the Mo-
bile Node is connected. The disadwantagewith this so-
lution is that a rapidly moving node createsa significant
contol load on the network by requiringthe treeto befre-
guently changed.Alternatively, in Home Subscriptiorthe
Mobile Nodejoins the groupvia a bi-directionaltunnelto
its HomeAgent. Membershipmessagearetunneledo the
HomeAgent,whichthenjoins thegroup.Datapacletsthat
arethenrecevedareforwardedto the agentvia thetunnel.
While the useof ReverseTunnelingcan ensurethe multi-
casttreesareindependentf the Mobile Node's movement,
the delaybetweenthe source(andthenthroughthe Home
Agent) andthe Mobile Node may be significant. In addi-
tion, the delivery treefrom the Home Agentto the Mobile
Nodein suchcircumstancegelieson unicastencapsulation
andis thereforebandwidthinefficient comparedo native
multicast.

2.2 Extended|P Multicast

Althoughthe two basicMIPv6 multicastscheme®ffer
a functional platform, a plethoraof limitations have been
identified [15]. Typical examplesinclude tunnel corver
genceand handoer issues. The first occursin the Home
Subscriptiorscenariovhenmemberof thesamegroupre-
sidein the samedomainbut are sened throughdifferent
HomeAgents. The resultis redundanpaclet transmission
sincemary HomeAgentstunnelthe samedatato the same
domain. RemoteSubscriptionis affectedby handwersas
membersave to re-jointhe multicasttreefrom the new lo-
cation. Thisimpliesthatthe mobilerecever mustnot only
wait for the next membershigjuerymessagérom thelocal
multicastrouterbut alsofor the multicasttreeto be recon-
figured. Evenin the caseof HomeSubscriptionthereare
time delaysuntil the nodeacquireghenew care-ofaddress
andnotifiesthe Home Agent (which thenhasto tunnelthe
incoming paclets). As a result, handwers causevarious
adwersepaclet effectslik e delay loss,jitter andpaclet du-
plication.

In order to overcomethe various performanceissues,
several extensionshave beenproposed.As the variousap-
proachesdoptdifferentstylesandlevelsof compleity, the
resultis alargenumberof deploymentoptions.Thefollow-
ing is abrief sample:

e Dynamically adaptive systems. This type of solu-
tionsattemptto “adapt” therouting of packetsaccord-
ing to the currentlocationof the mobile node. A rep-
resentatie examplesof this categoryis RBMoM [11].
RBMoM is a balancebetweenthe HomeandRemote
Subscriptiormechanismslt definesa specialrole,the



MulticastHomeAgent (MHA), which is the nodere-

sponsiblefor servingthe end users. Initially the op-

erationis basedn the Home Subscriptiorscenaricas
the MHA is the HomeAgentitself. It continuego be
so as long asthe mobile recever falls within a pre-
specifiedhop range. Whenthe recever goesbeyond
this range,therole of the MHA is taken by a foreign
router, thus switching the operationto RemoteSub-
scription. In general,adaptve solutionssuchasthe
RBMoM eitherproposeheinsertionof speciakouters
in thecoreof thenetwork or thecomplex configuration
of existing ones.In bothcasegleploymentcompleity

is amajorconcern.

e Hierarchicaldesigns. In the protocolsof this style
([12,19), thereis anattempto hidemicro-mobility of
nodesby deploying a hierarchyof routersin the core
network. As a result, backboneroutersare lessfre-
guentlyconcernedboutnodemobility asthis is han-
dledby routerscloserto the edge.Although effective,
suchschemeassumavide scaledeploymentof specif-
ically configuredroutersin orderto form thehierarchy
tree. Deploymentconsiderationareonceagaina sig-
nificantburden.

e Proactve schemes. In order to reducethe paclet
lossescausedby handwers, these protocols apply
more proactve schemedy trying to guessthe next
basestation. Although efficient in the small scale,
thesesolutionsare associatedvith high compleity
andincreasedraffic in orderto be realized. There-
fore applyingthesetechniquesn the globallnternetis
a difficult task. Representate examplesof this cate-
goryincludeMobicast[17] andMSA [20].

Overall, experimentalevaluationshave shavn thateach
of the above solutionscan addressa specificset of prob-
lems. However, thesegainshave to be consideredagainst
theadditionaldeploymentcompleity.

2.3 Standard ALM

ALM is an attemptto overcomethe compleity of na-
tive multicastby sacrificinga portion of the network effi-
ciengy gainsfor increasedleployability. Packetsaretrans-
mittedthroughstandardinicastmessagewhile replication
takesplaceon the end hoststhemseles. Although not as

efficientas|P Multicast, ALM hastwo major advantages.

First, asthe operationis controlledby the end devices, it
managedo eliminatethe needfor additionalsupportfrom
network routers. Second,it simplifiesa numberof issues
suchascongestiorcontrol,pricing modelsandprotocolin-
teroperability In general, ALM protocolstake advantage

of the combinationof protocolflexibility, applicationcom-
putepower, andthe relative simplicity andmaturity of uni-
casttechnology thereforesimplifying the aforementioned
issues.

Similar to IP Multicast, ALM protocolscanaccommo-
date mobility simply basedon the operationof MIPV6.
Nodescanmave while receving pacletsthroughthe stan-
dardMIPv6 unicasttechnique®f ReverseTunnelingor Op-
timizedRouting However, asALM solutionsclaim inde-
pendencéo theunderlyingnetwork topology theintroduc-
tion of mobility becomesaninterestingandat times,criti-
calfactor Evenif we claimthata protocollike MIPv6 han-
dlesall low level mobility intricacies thequestiorbecomes
whetherALM is still effective.

The generalconcernarisesfrom the fact that mobility
breakstwo basicassumption®of ALM protocol designs.
First, ALM protocolsdependontherelative stability of the
network in orderto exploit locality informationfor forming
efficienttrees.Nodemobility breaksthis assumptiorsince
ALM schemesreoftennot designedo handlerapidloca-
tion changesSecondalthoughrobustnesfiasalwaysbeen
animportantconcernfor ALM, mobility againexacerbates
the problem. This is becauseachendnodeis alink in the
forwarding chain of the paclets, andthe lossesof even a
singleuserarepropagatedionn the chainto therestof the
nodes As aresultevenstationarynodeswill suffer because
of paclet lossescausedby a moving nodefurther up the
forwardingchain.

Overall, the morenodesmove, the highertheimpacton
the operationof the ALM protocol[8]. In OptimizedRout-
ing the treehasto be frequentlyre-constructedvhereasn
Reverse Tunnelingthe ALM protocol cannottake adwan-
tageof thelocality of nodes(sincepacletsalwayshave to
gothroughtheHomeAgents).Thechallengenow becomes
how to deal effectively with mobility while still having a
reasonablgimpleprotocolthatis efficient.

2.4 ExtendedALM

Since ALM protocolsare basedon the assumption®f
relative network stability and noderobustnesswe are not
aware of ary protocolsthat specifically considermobile
users. Although protocolson ad hoc multicast offer part
of thesolution,they ignorethekey problemof how to tran-
sition betweerwired andwirelessdomains Notableexcep-
tions suchas our own work [9] and[5] suggesta hybrid
modelandspecialproxieslocatedthroughouthe network.
Theseresultsshaw thatevenif notasefficientasthe native
multicastsolutions,suchmodelsoffer a betteralternatve
comparedo thestandardALM schemesNeverthelessthe
needor speciafunctionalityin thecorenetwork onceagain
raiseshelevel of deploymentcompleity.



3 Complexity VersusPerformance

In this sectiorwe examinetheissueof measuringerfor
manceefficiency overdeploymentcompleity for theexist-
ing solutionsdescribedn the last section. The goalis to
presenthe specificcharacteristicef eachalternatve in or-
derto bothclarify thekey advantagesndto shaov theneed
for additionalchoices.Overall, eachof the four cateyories
satisfiedifferentneedgseeFigurel). At theoneextreme,
extendedP Multicastoffersthebestperformancédut faces
the mostsignificantdeploymentrequirements.On the op-
positeside,a standardALM solutionis arelatively simpler
alternatve but at the sametime the leastefficient. There-
mainderof this sectionfirst looks at the performanceand
thenat two aspectsof compleity: technicaland deploy-
ment.
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Figure 1. Complexity versus efficiency for
current solutions.

3.1 Performance

In a previous study[8] we have shavn that, in termsof
performancestandardP Multicast hasa clear advantage
over ALM. Our comparisonwas basedon the following
threemetrics:

e Data throughout. Theratio of total receved paclets
to thosethat shouldhave beenreceved assumingno
loss.

e Relative Delay Penalty (RDP). Theratio of theover
lay tree sizeto the size of the IP multicasttree. The
smallerthe value, the betterfor ALM sinceit means
thenit more closely matchesthe performanceof IP
multicast.

e Link Stress.Thenumberof identicalpacletssentby a
nodeover a particularlink. In thecaseof IP Multicast
for stationarynodesthis numberis alwaysequalto 1.

20 T T T T ¥
18 | ALM (remote) -5 T
16 | ALM (home) -»e- L
IP Multicast (home) —&— W
& 14 + IP Multicast (remotel —+- .
o o e
12t .
8
J10 | B .
g o
5 8r L |
a sl & ]
4t R
5| T |
{;",:;’_'_—_F-é”f-)
0 P 1 1 |
0 1 2 3 4 5

Average Number of Handovers

Figure 2. Packet drop rates for ALM and IP
Multicast.

Our resultsshaw that, in termsof throughput,low mo-
bility gives no major adwvantageto IP Multicast, i.e. the
relative performanceof IP Multicast and ALM is essen-
tially the sameas the caseof no mobility. However, as
nodesstartto increasetheir speed,ALM experiencesad-
ditional paclet loss. At its worst, ALM suffers aboutfour
timesthe lossof IP Multicast. This is shavn in Figure 2
wherethex-axisdisplayshow mary handawersoccurredon
averageon eachnode during the simulationperiod. The
y-axis shavs the percentagef lost throughput. This was
calculatedfrom the total receved paclets over thosethat
shouldhave beenreceved. With a numberof testsrun on
100mobilenodes(on a network consistingof 200routers),
both IP multicastschemeghomeand remoterepresenting
HomeandRemoteSubscriptiorrespectiely), considerably
outperformthe two possibleimplementation®f the ALM
schemghomefor Reverse Tunnelingandremotefor Opti-
mizedRouting. The mainreasoris thatwith IP Multicast
whenanodemoves,the pacletlossis restrictedo thatspe-
cific nodewhereasn ALM thelossalongthe overlay path
is additive. For exampleif in anALM treeNodeA is above
NodeB whois abore NodeC in thetreeandif NodeA has
an x% lossrate dueto handwers,Node B would have at
bestx% (plus y% dueto its own movementsiandNodeC
would have at least(x+y)% loss.

In termsof RDR with low mobility, IP Multicast per
formsmuchbetter:on the orderof four to five timesbetter
than ALM. When mobility is high, IP Multicast still per
forms betterbut the improvementis less: an RDP ratio of
two to one.
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Figure 3. Mean Link Stress for mobile hosts.

Finally, Link Stressis considerablyhigher for ALM
whencomparedo IP Multicast (aroundl.7 times)andin-
creaseslongwith thegroupsize(Figure3). Overall, ALM
suffersbothwhenmobility is low andwhenit is high. Low
mobility gives betterrobustnessut very high RDP. High
mobility givesbetterRDP valuesbut robustnesss poor.

3.2 Complexity

In this partwe considerntwo kinds of compleity: pro-
tocol overheadanddeploymentconsiderationsEachof the
two typesis discussedbelow.

Protocolcompleity canbe measuredy boththe num-
berof controlmessageandthelevel of intelligencethatis
requiredby the involved entities. Despiteits efficiency, IP
Multicastis associatewvith variouscompleities,including
thefollowing:

e Inter-domain operation. Dueto the plethoraof pro-
posedprotocols, interoperabilityamong the various
domainsis a seriousconcern. Solutionssuchasthe
Border Gatevay Multicast Protocol(BGMP)[1( are
regardedo betoocomplicatecandexpensveto beim-
plemented.

e Addressallocation. Sincethe currentmulticastad-
dressspaces unrgyulated specialprecautionhave to
be taken in orderto avoid clashof differentgroups
that have the sameaddress. Again, existing propos-
als,suchasthe MulticastAddress-Se€laim (MASC)
protocol[1Q, are not satishctory for long term solu-
tions.

e Miscellaneoustechnical issues. Further technical
characteristicssuchasthe provision of QoS,security

andbilling functionality, have long beenregardedas
complicatedoroblems|[§.

Mobility introducesfurther considerationsisdescribed
below:

e Therehasto beacritical decisionaboutthechoicebe-
tweenHome and RemoteSubscription. Home Sub-
scriptionis simplerand offers handwer transpareng
to multicastoperationsincethe treeremainsthe same
(only the Home Agent hasto changethe tunneldes-
tination). However it suffers from triangular routing
(paclkets have to go throughthe Home Agent), over
headdueto theencapsulatioanddecapsulatioof the
paclets, and tunnel corvergence RemoteSubscrip-
tion is regardedas more efficient but resultsin fre-
guentreconstructiorof the branchesf the multicast
tree. Moreover it assumeshatthe samelP Multicast
protocolwill bedeployedin all visiteddomains.

e Endnodeshave to be capableof handlingadditional
computationcompleity. For example, paclket dupli-
cation can occur during a handaer since the node
mayreceve the samedatafrom two neighbordomains
(assumingthey have both joined the samemulticast
group). Also, if the recever moves out of the mul-
ticastscope(maximumhop countallowed), datawill
notbereceved.

Themary deploymentcompleities of IP multicastwere
the key reasondor the creationof ALM protocols. Inter-
domaincommunicatiorandaddresllocationarenow less
of an issuewhile the unicasttechnologieson QoS and
billing are more robust and mature. Neverthelessas al-
readyexplainedin the previoussection ALM protocolssuf-
fer considerablymore than P Multicast whenmobility is
introduced As scalableALM solutionsareoftenassociated
with more comple tree building processesgontinuedre-
adjustmenbf overlay treesraisesthe protocol compleity
considerably Overall, in termsof protocolcompleity, al-
thoughALM is bettermpositionedhanIP Multicast,mobility
impliesthatwe arein needof anotheralternatve.

In terms of deployment considerationsthe following
two arethemostimportant:

¢ Investmentcosts. We regard investmentcoststo be
influencedby two importantaspectsfirst, thepossibil-
ity of updatingor replacingnodesin thecorenetwork,
suchasrouters,and second,the potentialto config-
ure enddevices. Configuringcoreroutersis not only
a complicatedprocesshut alsohasto facethe hesita-
tion of ISPsto actuallyperformthis task. In addition,
asbackboneoutersare usuallyheaily loadednodes



with very high efficiengy requirementsparticularem-
phasisis givento makingthemassimple and as effi-

cientaspossible For thisreasonit is generallyprefer

ableto pushthe compleity towardsthe edgeof the
network[16]. However, configuringend devicesmay
prove to be equally problematicsinceit requiresthe
usersto be proactie, install software, and generally
participatein ary schemedictatedby the serviceor
network providers.

e Domain independence. The lack of global coordi-
nation acrossthe variousISPshasresultedin a mo-
saic of differentadministratve domainsin the Inter-
net. As a result, thereis a high degree of hetero-
geneitynot only in termsof technicalcapabilitiesbut
alsoin termsof commercialinterests Althoughcross-
domain operationis realizedthrough Service Level
AgreementqSLAS), the interoperabilityof underly-
ing protocolcommunicatiorandtechnicalcapabilities
cannotbeassumedThisis anotheveryimportantrea-
sonwhy standardP Multicasthasnotbeenwidely de-
ployed, sincethe large numberof protocolspecifica-
tionsresultedn multiple “multicastislands”[§. Com-
municationbetweerthesaslandscompromisesheef-
ficiengy gainsof multicastandraisesthe deployment
costs(gatavaysandtunnelingof paclets). An ALM
solution offers a betteralternatve sinceit only uses
standardunicastmessagesa type of communication
which is simplerand more efficiently handledacross
thevariousdomains.

Overall, natve multicastis hardto deploy becausét re-
guires changego the completespectrumof network de-
vices: backbonerouters,edgerouters,switchesandhosts.
ALM is an attemptto try andlimit the numberof places
wherechangesare requiredby pushingintelligenceto the
edge. But requiringcompleity in the edgenodeshasthe
additionalrequiremenbf gettingusersto cooperatandin-
stall softwarecomponentsSo, we advocatea solutionthat
"concentratestequiredchanges.No changesrerequired
in the coreandasfew changesas possiblearerequiredin
endhosts.

4 ProposedSolution

This sectionpresentdhe Intelligent Gatevay Multicast
(IGM) protocolandconsistf two parts.Firstwe describe
themainconsiderationfor our designandthenwe describe
our proposedarchitecture.

4.1 DesignConsiderations

The aim of our desiredsolutionis to achieve two goals;
first, to achieve satishctorylevels of network performance

andsecondto avoid the limitations of a complex solution
requiring deploymentin all componentof an end-to-end
path.

e Avoid complexity at the backbone routers. Al-
thoughwe would like to make use of IP Multicast,
we cannotassumats existence.If IP Multicastis not
available, we do assumean ALM protocol or some
mechanismo provide one-to-mag communication.

e Needfor operation control. One generaldisadwan-
tageof ALM protocolsthatis applicablein this sit-
uationis thatin ALM the end nodesthat participate
mustbe trustedto behae correctly We believe this
assumptionshould be avoided as much as possible.
Becauseour perspectie is one of actually trying to
deploy a real-world system,we believe that an ISP
will wantsomelevel of operationcontrol,i.e. an ISP
will wantto controlhow multicastis provided andto
whom[14. For example anlSPmightnotwantto pro-
vide a streaminglataserviceto arapidly moving node
thatis oftenin the processf changingaccesgoints
andconstantlyrequiringachangean amulticasttreeto
whichit belongs.

e Minimize the impact of mobility. User mobility,
as just mentioned,can placesignificantperformance
overheadon core and edgenetwork elements. Apart
from the performanceissuesin terms of the net-
work savings[§, the penalty of expectingroutersto
(nearly)continuouslymodify thetreeis a very expen-
sive propositionfor both ALM and native multicast.
Thereforethereis aneedto hideasmuchof theeffects
of nodemovementaspossible.

e Provide sewice differ entiation betweennodes. De-
vice heterogeneitys a well known issueand hasat-
tracteda significantamountof attentionby the re-
searchcommunity Thereis a needto treatnodesdif-
ferently basednot only on their capabilities,but also
on otherfactorslike the characteristicef their node
movement.Theneedo treatnodedifferentlydepend-
ing ontheirspeeds anissuewe have shavn previously
to have a significantimpacton performance[p

Consideringall thesefour issueswe proposea solution
thatis basedon multicastsupportin intelligent gatevays
Thesedevicesarenot new routers but intelligentmachines
thatareco-locatedvith theradioaccesstations.Thecom-
plexity of providing a servicelike multicastis concentrated
in thesadevices.Althoughtheinstallmentof suchmachines
is associateavith a certaininvestmentost,we expectthis
to be considerablyreducedcomparedo the configuration
or replacemenof corerouters. The detailsof IGM arede-
scribedbelow.



4.2 ProposedAr chitecture

The coreelementof our architecturds the gatavay, an
intelligentnodeco-locatedwith theradio transmissioran-
tennaof any accessetwork (Figure4). Eachgatevayis
thenresponsibldor anumberof operations:

o Advertisetheir presencandsetof servicego thelocal
mobilenodes[3. Onreceptionof suchadwertisements
thenodescanthendirectjoin messageto thegatavay.

e Keepa recordof the currently sened nodes. Such
recordswill be simple mappingsof the mobile node
ID andthecorrespondingiomeAgentaddress.

e Relaypacletsdestinedo themobilenodesasthesear
rive from the HomeAgentof the correspondingnode.

e If requestedyelay incoming pacletsto neighboring
gatevays. This is an attemptto hide the mobility of
thenodefrom theHomeAgentby relayingpacletsin-
steadof reconfiguringsomeof the path. Relayingis
describedater

e Act as a firewall and accesscontrol point for au-
thorizing user join requestsand filtering unwanted
traffic[14].

The only requiremenfor mobile nodesis to keepa his-
tory of themostrecentlyusedgatevays. Theimportanceof
thisinformationis explainedin thenext section.

Media
Server

GW ‘ —V‘ MN ‘
Mobhile
Node

Gateway

Figure 4. Proposed IGM Architecture.

The architecturedoesnot assumehe wide deployment
of eithernative or overlay multicast. The only requirement
is thatthenodewill join ary availabletreethroughits Home
Agent, thusfollowing the homesubscriptionmode of the
MIPv6 protocol. Althoughutilization of somekind of one-
to-mary distribution treeis encouragedahis is not actually

arequirementin theworsecase pne-to-mag communica-
tion canbe provided by the contentsourceasa replicated
setof unicaststreams. The key objective of our protocol
therefores to minimize,asmuchaspossibletheimpactof
mobility on whatever distribution mechanisnis used.Even
thoughthis ideahasalreadybeensuggestedby several hi-
erarchicascheme$12, 17], themaindifferenceto our sys-
temis thatour architecturedoesnot requireinstallationof
proxiesin the core network but at the edge,on the border
betweerthewired andthewirelessdomains.

4.3 Protocol Operation
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Figure 5. IGM Protocol Messages.

Figure 5 displaysthe messagexchangefor our IGM
protocol.We alsoexplain eachof the stepsbelow.

1. Whenthenodeentersa new areaiit first discoversthe
associatedjatevay. It cando this by (1) including
theinformationaspartof thehandwer, (2) broadcast-
ing a serviceadwertisementpr (3) waiting for a peri-
odic broadcastrom the gatevay. The mostefficient
of thesechoicesis for the gatavay informationto be
part of the handwer process. In Figure5, we shav
an exampleof a mobile nodemoving to Gateway 2.
As part of this communicationthe mobile nodewiill
discover the gatevay's IP addressand will receve a



list of availableserviceqe.g. QoSprovisions). More
generally we believe therewill exist a needfor intel-
ligent handawerswhen possiblymary wirelesscom-
paniesare offering variedand competingservices[4
In this scenarioa userdevice will have the optionto
selectamongthe offeredsetof gatavaysandtheir dif-
fering setsof services.

. After selectinga gatavay, the Mobile Nodejoins the
multicastgroupby sendinga Join messageThis Join
mustcontainthelP addres®f thelastnodefromwhich
it wasreceving multicastcontent. This addressould
be anothergatavay, the mobile nodes homeagent,or
the contentsourceitself. If this is the nodes first at-
temptto join the group, thefield for this information
will beempty

. The Gatavay entersa mappingof the mobile nodelD
and the correspondind-ast Relay Address. Thenit
sendsa MIPv6 specifiedBinding Updatemessageo
theLastRelay This containghe new addresgcare-of
addresspf the Mobile Nodeto whichtheHomeAgent
musttunnelincomingpaclets.Basedon the operation
of this protocol,the care-ofaddressorrespondso the
IP addres®f thethis new gatevay.

. As mediacontentarrivesto the Last Relay node (ei-
therthroughlP Multicast,ALM, or atunnel),theLast
Relaytunnelsit to the recordedcare-ofaddressAs a
result,the encapsulategacletsaresentto Gatevay 2
(seeFigure3). This gatevay thenchecksthe cacheof
Mobile Nodeto Last Relaymappings.andrelaysthe
contentto the correspondingnobilenode.

. If ata laterstagethe nodemovesto anotherareaand
wantsto associatavith a new gatevay (e.g. Gatavay
1), it thenassociatewith the new gatavay andrepeats
theprocess.

. Similar to before,afterassociatingvith the new gate-
way, the mobile nodewill senda Join messageThis
time,theLastRelayaddressvill befor Gatavay 2.

. At this stage Gatavay 1 sendsa RelayRequestmes-
sageto Gatavay 2.

. Gatavay 2 now recevestraffic from its own LastRe-
lay, forwardsit to Gatevay 1 who thenrelaysit to the
mobilenode.Relaylinks arekeptalive basedn a soft
statemechanismwherelinks are droppedif a keep-
alive messagéasnotbeenrecevedwithin a specified
time frame.

Beyondthis exchangeof information,therearethreead-

ditional mechanismsisedto improve the efficiengy of the
system.

e In orderto avoid long forwardingchainsbetweerthe
involvedgatevays,we proposea “path check”"mecha-
nism for gatevays. After processinga join message
and startingthe processof forwarding data paclets,
the gatevay sendsa ping messag¢o the sourceof the
paclets.By comparinghe hopcount(or otherquality
metrics)of the ping responsdo the hop countof re-
layeddatapaclets,the gatavay candecidewhetherit
would be moreefficient to join the groupdirectly. In
otherwords,if thegatavay believesthattherelaypath
is too inefficient, it caninitiate a join to the sourcedi-
rectly. Thethresholdfor efficiency canbe determined
in a variety of waysaccordingto local circumstances.
Herewe have simply describedt asahopcountcom-
putation.

e Anotherpotentiallimitation of the basicschemes that
a node may continually move betweentwo or three
gatavays (the ping-pongeffect). As a result, even
thoughthe hop countto the sourcemay by smaller
thanthat of the relay path, it would clearly be desir
able to prevent tunnelingloops or frequentattempts
to re-configurethe path. In orderto avoid suchsce-
narios,uponreceving a new join messagea gatavay
will checkto verify thatit hasnotrecentlybeenarelay
nodefor themobilenode.If thisis in factthecasethe
gatevaywill rejecttherelayrequest.

e Finally, assuggestedby the goal of the whole proto-
col, to protectthe infrastructurefrom rapidly moving
nodegshatgeneratdrequenthandwers,thereis aneed
to identify thesenodesandprovide differentoperation.
To be more specific,evenif a gatevay discosersthat
thehopcountto theHomeAgentis lowerthantheone
from the relay chain, it shouldwait for a shortperiod
of time beforemakingthetransition. Thereasons that
if thenodeis moving quickly, therewill belittle usein
contactingthe Home Agent and re-kuilding the tree.
Consequentlyif themobilenodeinformsthe Gatavay
of its speedf movementthe Gatavay candecidehow
to act.

5 Evaluation Framework

Our futurework for IGM will beafull evaluationof the
protocolin orderto quantitatvely assestheadwantagesind
disadwantagesHere,wethereforeonly presentqualitatve
evaluationandwe provide the detailsof our experimental
framawork.

5.1 Qualitative Evaluation

In this partwe examinehow we have addressethe ar
chitecturalconsiderationslescribedn Sectiord.1.



e Avoid complexity at the backbonerouters. Thisis
achievedin two ways. First, by beingindependenof
IP Multicast (ALM operationis assumedf thisis not
present)we exploit existing deployments.Secondal-
thoughwe adwocatethe installationof specificgate-
ways, we avoid putting the compleity in the core of
the network. In generalwe anticipatethatuseintelli-
gentgatevaysin the bordershetweerwired andwire-
lessdomaingo becomeanemegingtrend[3, 4].

e Needfor operation control. Sincewe believe that
anISPwill wantsomelevel of operationcontrol, this
cannow beachievedthroughthe gatavays.Evenif an
ALM-style solutionis widely deployed, ISPscanstill
have somelevel of control sincean importantpart of
the protocol operationwill go throughtheir deployed
equipment. Filtering and throughputcontrol can be
usedto allow or impededatadelivery.

e Minimize the impact of mobility. Sincethe intelli-
gences now placedon thegatevays,corerouterswill
nolongerhaveto modify thetreein eitherALM or na-
tive multicast. Although not completelyhidden,gate-
waysareeffective in abstractingnuchof the effect of
nodemovement.

e Provide sewicediffer entiation betweennodes.Hav-
ing theintelligencein the gatavaysenablesonemore
solution. Theneedto treatnodedifferentlydepending
ontheir speeds now anissuethatcanbedealtwith in
avarietyof ways. As the nodesprovide their speedbr
time betweerhandwersto the gatevay, the latter can
independentlgecideontherequiredaction.Different
ISPsmayneedto take differentcourse®of action,lim-
iting the accesof someandcompletelyblocking the
acces®f others.

5.2 Evaluation Framework

We now describethe framework detailsfor our evalua-
tion. We arerunningthe simulationsusing a paclet level
discrete-gentsimulatorwrittenin Java. Topologiesfor the
wired partof the network are power-law graphsconsisting
of a two-level node hierarchy Core nodesrepresenthe
routerswhereadeaf nodescorrespondo intelligent gate-
ways. The simulatorhasbeenenhancedvith basicimple-
mentationof MIPv6, IP Multicast(PIM-SM protocol)and
agenericALM protocol. For thelatter, in orderto capture
themostimportantaspectsywe computea shortespathtree
overthe completesetof overlaynodes.

Themostimportantparameterf our simulationsareas
follows:

e Number of nodes.500routersandgatevays

e Number of recevers. Thesearethe multicastgroup
membersThey fall within arangeof 10to 200.

e Ratio of mobile recevers. The percentag®f nodes
thataremobile. We investigategpercentagesf 25/

e Mobility speed. The averagenumberof handwers
(moving from one gatavay to the next) in a specific
simulationperiod.

e Mobility pattern. The modelby which nodesmove,
their directionandspeed.For our simulationswe use
RandomAaypoint

Basedon this setup,we are performingour simulations
usingthefollowing metrics:

e Data throughput. Theratio of total receved paclets
to thosethat shouldhave beenreceved assumingno
loss.

¢ Relative Delay Penalty (RDP). Theratio of the over
lay tree sizeto the size of the IP multicasttree. The
smallerthe value, the betterfor ALM sinceit means
thenit more closely matchesthe performanceof 1P
multicast.

e Link Stress.Thenumberof identicalpacketssentby a
nodeover a particularlink. In the caseof IP Multicast
for stationarynodesthis numberis alwaysequalto 1.

What we expectto find is that for slow moving or sta-
tionary nodes performancewill essentiallybe the sameas
a comparisorbetweenlP multicastandan ALM protocol
thatdoesnot considemmobility. The caseof fastermoving
nodeswill be the moreinterestingcase. What we expect
to seeis long chainsof gatavaysactingasrelays. These
chainscould beinefficient, but inefficient chainsshouldbe
eliminatedby a gatevay who decidego breakthechainand
join to the original contentsourcedirectly. The chainsthat
areleft shouldthereforenotbetoo muchworsethanamore
directpath. This pathinefficiency thoughwill be countered
by mary fewer changesn thetreetopology(maintainecki-
therthroughlP multicastor anALM protocaol).

6 Conclusions

Comparedo theone-to-oneperationof unicastandthe
one-to-allof broadcastmulticastis a moreefficient way of
reachinga specificsetof network nodes.Giventhe media-
rich applicationsiow beingintroducedgfficientdelivery of
contentis a critical service. Implementation®f multicast
canbe broadlyrealizedin two prominentlayers: eitherthe
network or the application. Although eachapproactis as-
sociatedwith specificadvantagegperformanceefficiency



for IP Multicastand deploymentsimplicity for ALM), the
introductionof mobility introducesseveralcomplexities.

In a previousstudy[8] we have shavn thatwhenmobil-
ity is introducedtheperformanceyapbetweerlP multicast
andALM widensconsiderablyMoreover, the effect of nu-
merousotherissuessuchasnetwork control/management,
trust, and node cooperationhave two importantimplica-
tions. First, thereis a needto re-evaluatethe tradeofs of-
feredby both ALM andIP Multicast. Second,as numer
ous extensionshave beenproposedo the basicschemes,
we arenow facedwith awide andcomplicatedspectrunof
alternatve deploymentoptions.Choosingheright balance
of complity and efficiency is a challengingand multi-
dimensionaproblem.

In this paper we have focusedon two issues.First, we
have investigatedhedeployment-\ersus-perfomarceissue
by creatinga spectrumandidentifying the setof pointsthat
representurrentand possiblesolutions. Secondwe have
proposech compromiseébetweerthetwo extremeswith the
useof intelligentgatavays.We believe thatthroughtheuse
of gatevays,which we anticipatewill bewidely usedin the
nearfuturefor avariety of serviceswe canconcentratehe
compleity andadditionalfunctionalityrequiredto support
multicast. Our evaluationin this paperhassimply beena
gualitative evaluationof the ideaandthe setupfor further
experiments.The simulationandevaluationof our scheme
is left to futurework.
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