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Abstract—Source Specific Multicast (SSM) provides native layer, we reduce the amount of forwarding states to a (close
support for single sender multicast applications. Current propos- to) minimum number and eliminate potential single point of
?"SI f?jr supporting Irtr_lulltiplsesaen?]er aplplication_s on top 0‘;_ S?M failure problems. Our intent in this work is not to achieve
includes using multiple channels or using an application . :
layer relay mgchanispm on top of SSM. These g‘]'alppranéFr)uas have general many-to-many .multlcast S“pPO” as in the case
potential scalability or single point of failure problems, respec- ©f ASM. Instead, we provide a mechanism for SSM group
tively. In this paper, we propose network layer extensions to Owners to authorize additional senders in their sessions. The
SSM. Our extensions provide a convenient mechanism for SSM group owner uses a novel authorization mechanism to create
group owners to include additional senders in their multicast necessary forwarding state entries for the additional senders
applications. We present our SSM extensions model and provide at the on-tree routers. Then, packets originating from these

a detailed discussion on the protocol operation under various sce- d t the f ding t fth
narios. We also examine the protocol performance by comparing N€W SENCers propagateé on the forwarding tree ot theé group

it to alternative approaches on several performance metrics. With OwWner tQW3rd the group receivers. In other WO.fd% th_e existing
SSM Extensions, we introduce a small number of changes into forwarding tree of the group owner acts as a bi-directional tree

the existing infrastructure and in return, provide an effective and  for the packets originating from authorized senders. Similar
efficient mechanism to support multiple-sender applications on 5 the shared trees used in Core-Based Trees [4], packets
top of SSM. originating from authorized senders propagate bi-directionally
on this shared tree. We present the basic authorization proce-
I. INTRODUCTION dure.tha'lt we use in our extensions anql discuss the protocol
o . . functioning under a large number of different scenarios. In
The original IP multicast service model, now called Anyqgition, we present an effective mechanism in reducing the
Source Multicast (ASM) [1], has a number of problemgm,ynt of forwarding state entries in the network. Finally,
preventing its wide-scale deployment in the Internet [2]. The§& evaluate our approach by comparing it to the currently
problems include difficulties in protecting multicast groupgyaijiable alternatives. With SSM extensions, we introduce a
from unauthorized senders, address allocation, and SOULEE|| humber of changes into the forwarding state entries and

discovery for multicast. the forwarding rules in the routers, and in return, we provide an

As a result a more simplified multicast service model, callegicient and effective mechanism to support multiple-sender
Source Specific Multicast (SSM) [3], has been defined. prlications on top of SSM.

SSM, a multicast session is associated with a specific sourc

M model. Section V is on forwarding state aggregation.

was mallnly %emgneg for single-source multuf:ast ?P?“Cat'o@ection VI includes our evaluations. Section VIl is on related
It can also be used to support a group of multiple-sendgh, . ang Section Vil concludes the paper.
applications such as online teaching or small to moderate size

video conferencing applications. The main requirements of
these applications is that the number of sources be small and Il. AN OVERVIEW OF SSM
their identities are usually known in advance.

Current proposals for supporting multiple-sender appli- SSM is mainly derived from the EXPRESS [5] work. In
cations on top of SSM include (1) using multiple SSM5SM, an IP datagram is sent by a source S, usually called the
channels, one for each source and (2) using an applicatgmoup owneyto an SSM multicast address G, an IP address in
layer relay mechanism. As we will discuss in more detathe 232.*.*.* range. The receivers can receive this datagram
in the next section, each of these approaches has its dwnsubscribing to SSM group (S,G). Quite often SSM groups
limitations/problems. are also called as SSkhannels SSM channels are defined

In this paper, we propose network layer extensions tm a per-source basis and the channel (S1,G) is different from
SSM. By integrating multiple sender support into the netwoitke channel (S2,G) wherf1 # S2. This model eliminated



the above mentioned problems that ASM architecture suffers
currently.

The authors of [5] propose two approaches for supporting
multiple-source applications on top of SSM: (1) using separate
SSM channels for each sender and (2) using a higher (applica-
tion) layer session relay mechanism. In the first approach, each
sender has its own SSM channel and all the receivers should
join each of these channels separately. If a new sender wants
to become active in a session, the channel information about
this sender needs to be communicated to the current receivers. Forwarding tree for SSM group (S, G)
This approach uses shortest path trees and reduces the network
delay. However, it increases the amount of forwarding state
needed to support the application. In addition, receivers need
a mechanism to discover new sources in the application, a task
that may be difficult.

In the case of session relays, the application uses only NS N NS -
one channel, the session relay (SR,G) channel. All senders : ' :
send their data directly to the session relay node which then I iif 59 iif (N6 1
encapsulates and forwards it on (SR,G) toward the receivers. ‘ ‘ 0if 8O 2,4 | |0if O 2,4
This approach reduces the amount of routing state in the L _ o
network but requires the existence of a relay mechanism. An forwarding state entries

Fig. 1. A sample SSM session.

OL: OL: S
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indicesto entries

important issue is where to place the relay functionality in N is an authorized sender for (S,G)
the network. Ordinary end users may not have the necessary
computing or network resources. An alternative approach is Fig. 2. Forwarding state entries at router B in Figure 1.

to use dedicated relay servers in the network. But these
servers may easily become a single point of failure affectingocess, S will inform on-tree routers and group members
potentially a large number of SSM groups. In addition, dugbout the new sender in the group. On-tree routers, by using
to traffic concentration at or around such servers, losses nthg information in (S,G) forwarding state entries, will create
occur and individual applications using the relay nodes maygcessary (N,G) forwarding state entries for this new sender
be negatively affected. In summary, the first approach haad the receivers will be aware of the new sender in the
scalability problems in terms of the amount of forwardingroup. Later on, when N starts sending its data to (N,G),
state needed in the network and the second approach hastitiedata will be forwarded based on the information in (N,G)
potential for single point of failure problems. forwarding state entries on thexistingmulticast tree of (S,G).

In the next section, we present the tree maintenance and packet

1. EXTENDING SSMFORMULTIPLE SENDER SUPPORT forwarding mechanisms that enable this operation.

In this section, we present an overview of the Extended-
SSM model. The main idea in this work is to use the existing IV. TREEMAINTENANCE
forwarding tree of an SSM group (S,G) as a shared bi-
directional distribution tree for other senders in an application. In this section, we present the mechanism that we use to
Our work is based on authorizing a new sender N to send touintain forwarding trees in the Extended-SSM model. The
SSM group (S,G). This approach involves (1) running an offitial tree construction procedure follows the original SSM
line authorization protocol between S and N, and (2) informingodel. Routers on the reverse shortest path between receivers
on-tree routers as well as group receivers in (S,G) aband the group source in an SSM group (S,G) create forwarding
the new sender N. During these two steps, on-tree routetate entries. More specifically, the edge router at a receiver
create new forwarding state entries for (N,G) and configusite generates a join message and forwards this message toward
these entries using the information from the forwarding statee source S on the reverse shortest path. This operation is
entries of (S,G). After the successful completion of these twisually referred to as reverse path forwarding (RPF) [6]. Later
steps, the newlauthorizedsender N can send its packets on, packets originating from S and destined to G propagate
(N,G) and these packets will be forwarded based on the new this forwarding tree toward the group receivers. In the
forwarding state entries created on théstingforwarding tree. Extended-SSM model, differences occur when we have a

Figure 1 shows an example multicast forwarding tree févew authorizedsender N in an SSM group (S,G). First, the
an SSM group (S,G) where S is the group owner and multicast forwarding state entries that are maintained by on-
M and N are the group receivers. This tree is created byge routers include additional information as below:
using the standard SSM join mechanism and initially only & Owner List (OL): This list includes the identities of the
is allowed to send data on the SSM group (S,G). Now, assumener(s) of the forwarding state entry. We require that in a
that receiver N wants to send data to the members in tfgwarding state entry for a group (N,G), the Owner List can
group. For this, N uses an off-line authorization protocol to géve at most two owners: (1) N, when the router receives an
permission from the session owner S. During this authorizati®PF Join message for (N,G) and (2) S, when S authorizes N



to send to the receivers of (S'b) Roc[eitess an entry for (N,G) and sets it s

e New Sender I__ist (NSL): If the fo_rwgrding state entry_ is NSL < none

used by one of its owners, then this field includes the list of G fNG) 4 (5.6

currently authorized senders, otherwise it is empty. Note that 0i NG Oi;%,c)

if this entry is used by an authorized sender, that sender may o el

not be an owner of this entry. As an example, Figure 2 showig. 3. Creating a forwarding state entry for an authorized sender.

the forwarding state entries for (S,G) and (N,G) at router B

of Figure 1 where N is an aL_Jthorized sender of (_S,G). /* R receives Join(N,G) ori and 0L = § %

e iifon, and oif,,,. These interfaces are used if/when the R modifies (N,G) as

sender using the forwarding state entry is authorized by OL — (OL|JN)

another sender. These entries are configured based on the| iif":%) — RPF interface toward N

i frpp @andoi fr, ¢ interfaces of the authorizing sender. 0i Tpf’@ — i

o iif.,r and oif,,y: These interfaces are used if/when the R sends Prune(N) oi £ if i fN:9) £ i f (NG

forwarding state entry is created/modified based on receiving —

an RPF Join message for the sender. In a forwarding sthig@ 4 State updates on receiving a Join(N,G) for an authorized sender N.

entry, if iif,,¢ is non-null, this interface is always preferred

over the one iniif,,, for accepting incoming packets from

the sender using the entry. NSL% to include N as a new authorized sender. Finally,
The second difference in the Extended-SSM model is thahen NS messages arrive at edge routers on the (S,G) tree,

the multicast forwarding tree corresponding to (S,G) acts agteey will inform the local group receivers about this new

bi-directional distribution tree for the authorized sender packender in the group. This can be done by introducing a

ets. Finally, depending on a number of session dynamics, sumw message type into Internet Group Management Protocol

as receiver dynamics or authorization expiration, forwardif@GMP) [8]. Note that the routers on the S-to-N forwarding

state entries for authorized senders may change dynamicaligth may not have the proper configuration information in

We discuss each of these scenarios below. their forwarding states for (N,G). That is, routers on S-to-
N path should receive (N,G) packets on a different interface
A. Sender Authorization (i.e. z'z‘féff,:G) + z’ifff}c)). In addition, these routers should

In this subsection, we discuss how to authorize a new send@fo forward (N,G) packets Oﬁfs}G) interface so that the
to send to an SSM group. We assume that the new Sende&éﬁikets propagate toward the root of the (S,G) tree and then
a group member. If a non-member node wants to send t0 ¥ger receivers on the (S,G) tree. Regarding the routers on S-
group, for simplicity, we require that this sender first join thg,_ path, these routers may not necessarily receive the (N,G)
group and then initiate the authorization process. Consideya on the same interface as (S,G) data. For this, we use a data
SSM group (S,G) and a group member N that wants 10 sefiflyen approach to correct the interface information on S-to-N
data to the receivers in (S,G). For this, N gets authorizatiggyters. When an S-to-N router starts receiving (N,G) packets

from the group owner S. This task includes two functiong)y g interface, it will update its forwarding state entry and

parts. In the first part, using an off-line authorization protocaol, . L A(N,G) . CA(NLG) L o(SG) ) s f(SG)
N gets authorization from the group owner S, and in the secoflll setiifonr " =i andoifons" = oif,; Uiifrp ™ —i.

part, S configures the routers on the forwarding tree of (S,Ginally, in order to prevent source spoofing attacks by third
to forward and informs the group receivers to accept pack rty malicious nodes, we require edge routers to perform the

coming from N on (N,G). During the authorization processs’[andard reverse path forwarding (RPF) checks[6] in accepting

N sends an authorization request message, AUTH-REQ,E’Y&d forwarding multicast packets from an end host in their
session owner S. On receiving the AUTH-REQ message, &2l subnets.

first configures the on-tree routers and then sends an AUTH- ]

OK to N granting it permission to send to the group. B. New Receiver for (S,G)

In order to configure on-tree routers, S sends aWhen a receiver joins a SSM group (S,G), depending on
NEWSENDER(N) (NS(N)) message to the group address atite location of this receiver, a new branch is grafted onto the
this message gets propagated all the way to the leaf routBnsvarding tree of (S,G). In the case of the Extended-SSM
on the RPF forwarding tree of (S,&)Before sending the model, we need to (1) modify the forwarding state entries for
messages, S sets IP Router Alert [7] option on these packetsisthorized senders of (S,G) to reflect this join and (2) inform
that on-tree routers can intercept and act on these messagethdrreceiver as well as the routers on the newly grafting branch
addition to forwarding the NS messages, each on-tree roudout the existing authorized senders of (S,G).
creates a forwarding state entry for (N,G) and populates itsWhen a receiver joins the group (S,G), the join request
content as shown in Figure 3. Moreover, each router modifigstiated by the edge router at the receiver site is forwarded

toward the session source S. When an on-tree router R receives
1Having more than one authorizing node in the Owner List is possible by join request on interfacé R updates the forwarding
adds more complexity to forwarding. Therefore, we do not allow multiple . .
authorizing senders in our protocol. State entries of (S,G) and (N,G) for each authorized sender

2The sender authorization in the Extended-SSM model is not transitive. A of (S,G) asOif(S’G) — (oif(S’G) U z’), and oifo(%ia) —
an example, if S is also an authorized sender for another SSM group (P.G), v pf ) 2 h .
NS(N) messages of S will not be forwarded on RPF tree of (P,G). (ot fonr '\ Ji) respectively. In addition, the grafting router



) , ; /* R receives NS(M) from N */
.R sends 'a N.EWSENDER (NS’) message on the grafting R creates an en(try)for (M,G) and sets it ps
interface ¢ to inform the new receiver as well as the on- OL — N
tree routers toward this receiver about the current authorized NSL « none
senders in (S,G). For this, it spoofs the IP address of S and uses i fOMLG) iifr(j\;’c)
it as the IP source for this message and addresses it to G. Note 0i fMG) o f,],ng)

that the spoofing is necessary so that on-tree routers on this

new branch can forward this message based on the forwardffy >

state for (S,G). Similar to NS messages, NS’ messages are

used by on-tree routers to create necessary forwarding states /* R receives NS(N) from S */
for authorized senders of (S,G) and inform receivers about R modifies (N,G) as
them. Later on, when this receiver leaves the group (S,G), OL — (0L|JS)
. . , X . L p(N,G) | (5,6)
router R will prune the interface from forwarding entries of ufmszTc - ufrpérc
(S,G) and (N,G). oi fime? — oif 0

Due to their soft state nature, multicast forwarding stateg, o

Creating a forwarding entry for on receiving NS(M).

State updates on receiving a NS(N) from S.

are maintained using periodic join messages. When an on-
tree router receives a join message, it cannot always detect

whether this message is to graft a new branch to the tree or it )
is a join refresh message coming from an existing downstred}®(N) messages to (S,G) group address. After a timeout pe-

neighbor on the tree. Therefore, in order to prevent redundid: authorization expires at the routers and routers remove N
forwarding of NS’ messages, we require that when an on-tr@m N$L|'5t of (S,G) entry and remove (N,G) entry frgm their
router receives a NS'(N) message, it will check if it alread{Prwarding table. On the other hand, when a session owner
knows about the authorized sender N. If so, it will suppress this Wants to explicitly remove authorization privileges of an
message and will not forward it anymore. Otherwise, it wifuthorized sender N, it sends an REVOKE-AUTH(N) message
forward the message on the tree. This way, NS’ messages Wi the group address (S,G). On receiving this message, on-tree
always be forwarded on the newly grafted branches towai@uters follow similar steps as above.

new receivers but will be suppressed on already existing

branches of the tree. Finally, NS messages originating from tBe Protocol Operation under Unexpected Scenarios

session owner S are always forwarded toward the receivers. In our discussion so far, we presented the protocol func-

tioning when a new sender gets authorization from a group
owner and then transmits its data on the forwarding tree of the
roup owner. Even though we expect this to be the operational
havior most of the time, there are other cases that we need

C. Effect of Topology Changes

In general fault tolerance in multicast is achieved by usi
sof?—sta}te approach in forwarding _tree creation. Thqt is roqt%sprovide support for.
maintain the forwarding state entries for a short period of time

d . d refreshing ioi h intai First, consider a router R that is on the RPF tree of an
and receivers send refresning join messages 1o maintain group (S,G). Assume that N is an authorized sender

33t (S,G) and therefore R has a forwarding state entry for
,G) which was created due to an NS(N) message of S. Now

dsume that the router R receives an RPF Join request for
,G) on an interface. In this situation, R performs several
odifications on the (N,G) state entry as shown in Figure 4.

tree fails, this failure results in a routing topology change in t
network. As a result, when a change occurs in the underlyi
unicast topology, due to the refreshing join messages,

multicast forwarding tree adjusts itself to reflect this topolog

change shortly. . . (N,G)
In the extended SSM model, such changes are handfi\a%cordmg to this figure, the router R updates hié 0

similar to new receiver joins: an on-tree router of an SsNfclude N and updates th@fﬁé\;’c) and Oifr(gfc) entries and
group (S,G) receives a join message on an interface a¥nds a Prune(N) message to upstream router on the (S,G)
sends NS’ message on the interface for currently authoriziedwarding tree ifiifg)\;’G) # i N on receiving the
sender(s) of (S,G). Downstream routers that do not hapgune message, the upstream router stops forwarding (S,G)
any information for the authorized sender will update thefsackets towards R. From this point on, the router R expects
local state a_nd also forward the l_\lS’ message on. When tl%s receive (N,G) data on'vjf(]\;’G) and forwards them on
message arrives a router that has information for the authorized NG (;}’C) o
sender, the router will stop forwarding it. Topology changd8terfaces in ¢if, =" (Joifons ). At the end of the join
that cause a change in the multicast forwarding path betwe@i®cedure, one possibility is that R may receive a NS(M) (or
an authorized sender N and the group owner S will also B&’(M)) message from N on (N,G) indicating that the group
handled as discussed in Section IV-A. (N,G) has an authorized sender M. In this case, R creates a
new forwarding state entry for (M,G) as shown in Figure 5 and
includes M toNSL®-%) . Finally, R forwards NS(M) request
to its down stream neighbors on (N,G).

Sender authorization in the Extended-SSM model uses arhe second case is on authorizing the owner of an existing
soft state approach. When an authorized sender N finist&M group. This refers to a situation where a router R that
its transmission, the session owner S stops sending refrestimgn both (S,G) and (N,G) RPF forwarding trees receives a

D. Expiration/Revokation of an Authorization



NS(N) message from S on (S,G). This may correspond to a Before combining the two entries
scenario where S wants its group members to receive data 1
from another SSM group (N,G). In this situation, R modifies
the forwarding state entry of (N,G) as shown in Figure 6. From

this point on, R continues to accept (N,G) packetsz‘ig“ﬁ;\ggG)

o
(SG)

OL: S OL: S
NS.: N NSL:  —
if gﬁfG) X iif NG x

but now forwards them on interfaces 'm‘f(N’G) U oz‘féfyr’c)). onr

Tp
At the end of this authorization, R is olr{ RPF trees of both
(S,G) and (N,G) groups and N is an authorized sender in (S,G).
At this point, the session owner N of (N,G) may want to
authorize a new sender M to send on (N,G) forwarding tree. In

this situation, the router R will receive an NS(M) message and

if (SG) if (N,G)
indices to entries oif rpf Yy, Z OIfonr Y,z

forwarding state entries

After combining the two entries

create a new forwarding state entry for (M,G) and populate Con oL: S

it using information from (N,G) similar to the case shown (N,G NS: N

in Figure 3. Note that during this updates, R uses dRBF (SG) B

interface information of (N,G) to populatewner interfaces | iif Eﬁfe) X

in (M,G) and does not use thewner interface information o 0if SO vy, 7
of (N,G) in the process. This is due to the non-transitivity of rof :
sender authorization. indices to entries forwarding state entries

V. FORWARDING STATE AGGREGATION Fig. 7. Combining two state entries into one.

f In th|§ section, we present an effective apprqach to aggregate R receives Join(N.G) on "N & OL(V0 7]
orwarding states in the routers. The goal of this aggregationis | ' creates (N,G) as
to reduce the memory requirements on the routers. Attheend| o . N s
of this section, we discuss a second aggregation task which Z-Z'fT(l\;,G> — RPF interface toward N
aims to reduce forwarding state table lookup time. Oif(PNm — g

Our main observation is that when a router R on the RPF l.l.f(z‘%f@ — iif5e
tree of an SSM group (S,G) receives a NS(N) message from TG P o
S, if R is not on S-to-N direct path and it is not on the Oifons ™ = Oifryp” (N.G) - d(NG) o (NG
RPF tree of (N,G) (i.e. it does not have a (N,G) forwarding R sends Prune(N) onifon: ™", if iif,,; ™ # iifons
state yet), then it creates a new forwarding state entry for » N ) ]
(N,G) and getsiifo“ and oif$h? interface information Fig. 8. Splitting (S,G) state on receiving Join(N,G) for authorized sender N.

from iifr(;’cG) and oifr(ff) respectively. This means that R

expects to receive (N,G) packets on the same interface as

(S,G) packets and it expects to forward them on the sarsiguation, router R creates a new forwarding state entry for
interfaces as (S,G) packets toward the group receivers. (A\,G) as presented in Section IV-A.

this point, we can easily combine these two forwarding sta¢eR receives NS(S) from P of (P,G)Assume that R is also on
entries into one entry and have R use this entry for both (S,B8PF tree of some (P,G) SSM group and P wants to authorize
and (N,G) packets as shown in Figure 7. When an authoriz8dto forward on (P,G). In this case, the router R a@d®
sender N of (S,G) uses the same forwarding state entry Withy.(5:) and populates théi f$5:%) and oi f$5:¢ lists. From

S (whenN ¢ OLW:%) and N € NSLW:¢)), R forwards this point on, when R receives (S,G) data, it forwards them on
(N,G) packetsonly on the RPF interfaces of this forwardinginierfaces in @-f(S,G) Uoif(S’G)) but when it receives (N,G)

state entry.On the other hand, if R is on S-to-N path, since ref -

.. (S,@) data, it forwards them onifﬁj}@ only (remember that both
21 y
rpf

. A(N,G)
; t# q iif OTH ’ hR ketep§ :hesi sta}'ttgs s;tiparatecl);; :n § G) and (N,G) are pointing to the same forwarding entry).
recent study on the characteristics of multicast trees, Chalmgra” o ec 5 Join(N,G) on an interface iin this case, the

and Almeroth report that the average length of a multicast Pl ter R needs to create a new entry for (N,G) as shown in
between a source and a destination node is around 15 hop ure 8. According to this figure, R includes’, both S and N

Therefore, it can be easily seen that when we combine 0 the owner list and copies RPF interface information from

forwarding state entries in the above way, the reduction in t 3 G) (now the old (N,G) entry) into owner interface fields in
total number of state entries in the network is quite significal é new forwarding st'ate entry of (N,G)

So far in this section, we have seen state aggregation under . . L . .
the normal operation mode. However, as we discussed iEAnother issue is the possibility of merging forwarding states
(

Section IV-E there are a number of additional cases that &(S:G) and (N,G) where N is ar)vagjthonzed send]srgof S. Such
need to pay attention. Following on the example in Figui@Merge is possible whef OL™) butN ¢ OLN) and

7, we present the forwarding state maintenance procedure ifb?g,vfg) andoz‘ffﬁz‘") are both empty. This can happen when
each of these cases below: the router R prunes the RPF tree state information for (N,G).
e R becomes on S-to-N pathDue to a topology change theFinally, a second aggregation aims at reducing the size of the
router R may become part of the S-to-N direct path. In thisokup table (entries in théndices to entriedist in Figure




7). An aggregation in this regard will essentially reduce thes shown in Figure 10. This figure shows the total hop counts
time for exact match plus longest prefix match lookup whictequired to successfully establish the forwarding trees for the
needs to be done at high speed [10],[11],[12]. Currently, weew (authorized or additional) sources in the application.
are working on extending our work to enable this aggregation.We also compared the delay overheads of SSM-Ext with
RB-SSM and MC-SSM. The simulations for these evaluations
were made on the same network topology as described earlier.
In particular we compared the delay of tree setup of SSM-Ext
In this section, we present preliminary evaluations on SSWith that of MC-SSM. In the simulations, we used multicast
extensions (SSM-Ext). For this, we compare SSM-Ext witllees with different receiver sizes, i.e. 5, 10, 15 and 20 receiver
multi-channel SSM (MC-SSM) and relay-based SSM (RBrees. In the case of SSM-Ext, the tree setup delay includes
SSM) approaches based on their efficiency and overhead time for a current group receiver getting authorization from
in supporting multiple sender applications on top of SSMhe group owner and the group owner sending a NS message
Regarding forwarding efficiency, MC-SSM approach uses rey the other receivers on the current forwarding tree. In the
verse shortest path forwarding trees, and therefore, providege of MC-SSM, the delay includes the time for the same
an efficient mechanism for forwarding packets. In contragjroup receiver announcing itself as a new sender and the owner
both RB-SSM and SSM-Ext approaches use shared treesgihying this information to other receivers on the existing
forwarding, and in general, shared trees are not as efficienforwarding tree and then the receivers joining the group of
As for the operational overhead, MC-SSM approach rehis new sender in the network. We generated three different
quires receivers to create a new multicast forwarding tree fgees for each receiver size and measured the tree setup delay
each sender in the application. Each forwarding tree introdudes each tree. In the first part of the Table I, we present the
control message overhead (includes the join messages fromaferage delay values for different receiver size trees we used
receivers toward the source of the tree) and forwarding statethe simulation. We observe that the time required for tree
overhead in the network. In addition, each receiver needsdetup for MC-SSM is more than that of SSM-Ext. The reason
keep track of the current senders in the application. RB-SSiéing that in MC-SSM, each of the receivers should join each
approach, on the other hand, does not introduce state overhefthe senders, whereas in SSM-Ext there is no need for the
for each sender in the application but requires an applicatigsceivers to explicitly join each sender. Instead, as the group
layer relay mechanism. The relay node can potentially beowner sets up the forwarding states in the existing shared tree.
single point of failure for the applications using it. Even thoughh case of RB-SSM, the tree used is a shared tree and there
the underlying multicast forwarding service works properlys no requirement of a tree setup.
failure of the relay node disturbs the applications significantly. |n the final analysis, we compare SSM-Ext and RB-SSM
On the other hand, in case of SSM-Ext, failure of the owngiith respect to the packet propagation delay. In these simu-
will disturb only those sessions for which it is the ownefations also as earlier, we use multicast trees with different
Moreover on failure of the owner, part of the tree still receivasumber of receivers, i.e. trees with 5, 10, 15 and 20 receivers
messages depending on the topology of the network asglch. For SSM-Ext, the delay for packet propagation is the
position of the owner. Finally, in SSM-Ext approach, contraryme taken from the moment the sender sends a packet to the
to MC-SSM, each new sender incurs only a small amount gfoup to the time when the last receiver receives it, along
forwarding state overhead in the network. In addition, contratfe bidirectional shared tree. This is the delay for the packet
to RB-SSM approach, SSM-Ext proposes a new network layer be received by all the receivers in the multicast group. In
multicast routing approach eliminating the need for using aase of RB-SSM, the packet propagates from the sender to
application layer support mechanism. the relay node, after which the relay node forwards the packet
In order to quantitatively compare the network overheash the multicast tree rooted at the relay node. The packet
between MC-SSM and SSM-Ext (i.e. control message ap@opagation delay in this case is calculated as the time taken
forwarding state overhead), we ran simulations using nsince the sender sends the packet, to the time when all the
2 network simulator[13]. We generated a synthetic two-tigeceivers receive the packet. The second part of Table | shows
network topology with 615 nodes (120 stub domains eaghe comparison of the average packet propagation delays for
with 5 nodes on average and 5 transit domains each withtt different trees. The average packet propagation delay is
backbone nodes on average) using the Georgia Tech Intes@hputed as the average of individual delays for each receiver
Topology Modeler (GT-ITM) tool[14]. In the simulations, weto receive the packet. In case of SSM-Ext as the tree is a
counted the number of forwarding states needed to suppotbidirectional tree we see that the average packet delay is less
many-to-many multicast applications as the number of souragan that of the RB-SSM. The reason being that as the packet
increase from 1 to 20. Figure 9 compares the state overhgadpagates to the owner, it is also delivered to some of the
of both techniques on our sample network topology. In theceivers on the way.
case of MC-SSM, since each source has its own forwarding
tree, the amount of required forwarding state in the network
increases significantly. On the other hand, due to forwarding
state aggregation, each new sender in SSM-Ext increases thBSM extensions borrow some of its ideas from Core Based
number of the required states by a small amount. In additiofrees (CBT) multicast routing protocol [4] where the join
we counted the amount of control message overhead for batlkssages are sent toward a core router and the constructed
approaches and found out that they have a very similar trefagwarding tree works as a bi-directional distribution tree.

VI. EVALUATIONS

VIl. RELATED WORK
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Average Tree Setup Delay

Tree Size SSM-Ext | MC-SSM
5receivers | 4.78 sec | 8.63 sec
10 receivers| 5.02 sec | 8.72 sec
15 receivers| 5.53 sec 9.19 sec
20 receivers| 5.53 sec 9.36 sec

Average Packet Delay

Tree Size | SSM-Ext | RB-SSM

5 receivers | 3.65 sec | 4.53 sec

10 receivers| 4.01 sec | 4.55 sec

15 receivers| 3.56 sec | 4.05 sec

20 receivers| 3.55 sec | 3.95 sec
TABLE |
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proposes use of multiple proxies to provide multiple-sender
support on top of SSM. Similar to application layer relay
mechanism, this approach is vulnerable to service disruptions
due to potential proxy failures.

VIII. CONCLUSIONS

In this paper, we have presented network layer extensions
to Source Specific Multicast (SSM) service model. With these
extensions, we introduce a small amount of changes to the
SSM forwarding state entries and SSM forwarding rules in the
routers, and in return, we provide an efficient and effective
mechanism to support multiple-sender applications on top
of SSM. First, we have discussed the existing mechanisms
for supporting multiple-sender applications on top of SSM
and showed their limitations/problems. Then, we presented
our basic approach and examined its behavior under a large
number of different scenarios. As part of our future work,
we are planning to work on security issues, the details of
sender authorization protocol and extending our work to enable
aggregation on the lookup table sizadjces to entriegable
in Figure 7). We are also planning to develop a prototype
implementation for SSM extensions and perform various ex-
periments with it in a small test bed network environment.
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